
Project Details 

Project Code MRCPHS26Br Millard 

Title Predicting adverse pregnancy outcomes using statistical and machine 
learning approaches 

Research Theme PHS 

Project Type  Dry lab  

Summary There are multiple adverse events or health outcomes that can occur 
during pregnancy or shortly after birth such as emergency caesarean 
section, pre-term birth, and complications meaning that the newborn is 
admitted to the neonatal intensive care unit. Predicting these adverse 
events is essential for identifying those at high risk so that monitoring or 
more targeted care can be provided. This project aims to develop and 
evaluate statistical and machine learning models for predicting adverse 
events during pregnancy, in a way which is explainable to the clinicians 
and patients. 

Description Background: 
There are multiple adverse events or health outcomes that can occur 
during pregnancy or shortly after birth, including the pregnant individual 
having a miscarriage, pre-term birth, or requiring an emergency 
caesarean section, and complications meaning that the newborn is 
admitted to the neonatal intensive care unit (NICU). Predicting risk of 
these events is essential to provide additional monitoring and targeted 
care for those at higher risk. 
Electronic health records (EHR) collected during pregnancy include a 
wealth of information on the pregnant individual including their medical 
and obstetric history and measurements recorded throughout 
pregnancy (e.g. blood pressure and blood tests), and information on the 
developing foetus/newborn such as growth scans and measures 
recorded at birth (e.g. birth weight). 
There is much potential to use these data for predicting adverse events 
during pregnancy to improve outcomes. For instance, a recent review of 
prediction models for emergency caesarean section [1] identified an 
urgent need for a prediction model that performs well across diverse 
clinical backgrounds. Few studies have been conducted evaluating 
prediction models for admission to NICU, and those that have were in 
small samples, lacked external validation or considered a limited number 
of predictor variables [2-4]. 
Aim:  
The aim of this PhD is to evaluate modelling approaches for predicting 
adverse pregnancy outcomes and develop a deployable model (or 
models) that can be used by obstetricians to improve patient care. 
Data: This project will use EHR data from Bristol and Liverpool (~60K 
patients each). 
Objectives: 
The PhD will start with a review of the current literature and the student 
will define objectives depending on previous research, and their own 
interests and skills development aims. 
Possible objectives: 
- Evaluate approaches for predicting time-to-event outcomes, including 
flexible parametric models and machine learning time-to-event models 



such as random survival forests [5] and deep survival machines [6], and 
potentially with self-supervised learning [7-8]. 
- Compare different approaches for modelling time varying features, 
where a measure such as blood pressure is taken several times during 
pregnancy and the change over time may be predictive of adverse 
events [9]. 
- Explore modelling approaches that simultaneously predict multiple 
adverse outcomes (e.g. transformer deep learning approaches [10]) or 
allow for competing risks [6]. 
- Assess the trade-off between model performance and model size, both 
in terms of the complexity of the model and number of predictor 
variables included. For example, can a smaller model be developed with 
similar performance to a large ‘state-of-the-art’ machine learning model, 
that has a lower carbon footprint and is easier to deploy across diverse 
settings (as available data might differ across health care settings). 
- Assessing approaches for appropriately evaluating performance of 
prediction models depending on the specific objectives of the prediction 
task, which could include a review of the common issues in studies 
evaluating perinatal prediction models (including the quality of reporting 
of these studies). 
- Exploring how to explain the prediction models to better serve 
clinicians and patients, e.g., in the form of natural language using Large 
Language Models [11]. 
Evaluation of prediction models will include both internal validation 
(evaluation on the Bristol dataset used for developing the models e.g. 
using cross-validation), and external validation (evaluation using the 
Liverpool data that will not be used during model development), and 
further with clinical experts’ validation of how the model is explained. 
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